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Abstract 
 

GROMIT (Graphical Representation Ontology Modeling Inference Tool) is a software package 
developed by the Statistical Sciences Group (D-1) at Los Alamos National Laboratory.  It is part of the 
System Ethnography and Qualitative Modeling (SEQM) team’s effort to advance research in socio-
technical systems representations and system statistical reliability analysis.  GROMIT supports system 
analysis by providing a robust, compact and dynamic graphical language to describe complex system 
structure.  GROMIT forces a consistent integration of information on component composition with 
behaviors and then uses this rigorous foundation to infer system-wide behaviors from observed and/or 
elicited data. 
 
 
1. Why is GROMIT being developed? 
 
GROMIT supports the development of statistical reliability models of complex systems for which no 
single individual has a complete understanding.  It does this by: 
 
a) Capturing hypotheses from all system stakeholders about what components exist in the system,   

and how those components relate to one another; 
b) Encoding component behaviors as set of rules which can tested against observed system 

behaviours; 
c) Incorporating dynamic system behaviors across all operational modes of the system; 
d) Linking component state information to quantitative and qualitative data sources; 
e) Performing checks to determine whether component reliability hypotheses are consistent and 

result in calculable reliability models; 
f) And inferring all possible combinations of component states that can result in observed system 

behaviors. 
 
Our initial thrust is to describe the logic and structure of statistical system models by making use of all 
available system data, whether qualitative or quantitative.  However, the longer term goal of the SEQM 
team is to advance the ability of planners to successfully deploy and operate complex systems within 
culturally, physically and politically defined constraints. 
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2. Development of a rigorous, compact representational scheme for system description 

A key challenge of the GROMIT project has been to develop an effective visual schema for system 
representation.  At first glance this may seem a trivial problem; many system visual description schemas 
already exist from a host of disciplines involved in system design and operation.   However, in order to 
translate qualitative system design and functional logic into primarily quantitative statistical system 
descriptions, GROMIT needs to support a visual system language with a unique set of properties: 
 
1. The visual language must be compact.  Prior system analysis work had resulted in diagrams 

involving thousands of distinct entities—resulting in diagrams far too large to be conceptually 
manageable (on the order of 900 square feet in one case). 

 
2. The visual language needs to be based off a set of flexibly definable ontologies.  Because of the 

tremendous proliferation of components and diagrams that need to be described as part of a 
complex system, a tool was needed that could track system descriptions and components across 
dozens of representations. 

 
3. The visual language needs to facilitate a “composable” view of system behavioral description.  

The SEQM effort is not a systems engineering effort -- reliability analyses involve systems that 
either already exist, or have already reached relatively mature design stage.  Accordingly, our 
main problem is to build up a consistent system structural model based on widely different 
perspectives of the system, rather than determining how user requirements are best translated to 
system features. 

 
4. The visual language has to be relevant across disciplines.  While trying to retain the expressive 

flexibility necessary to describe qualitative system operation, a system visual language is needed 
that can communicate effectively with engineers, social scientists, and statisticians. 

 
5. The language must be capable of describing dynamic concepts.  System behavior is a 

combination of component, linkages, states, temporal, and conditional logics.  The results of these 
interactions cannot be described in a manageable set of static diagrams for any but the most trivial 
of systems.  Accordingly, the visual language used by GROMIT is designed for automation. 

 

3. The Process of Using GROMIT in Support of Systems Reliability Modelling 

In basic form, GROMIT starts with an attempt to derive a basic hypothesis for how an engineered 
components and system behavior interrelate using all available information sources.  Expert elicitation is 
supported through the development of a common taxonomy for components and their relationships.  As 
these taxonomies develop, GROMIT creates multiple interrelated ontology structures to help users track 
specific concepts, as well as to present information based on whatever categories and naming scheme are 
locally relevant.  Entities, frames, ICOMS, channels, states, activities and events are all managed through 
these structured lists.  Because GROMIT is used to reconcile multiple perspectives on system 
composition, with some exceptions, these lists are highly customizable and are based on lattice structures 
rather rigid inheritance or object oriented notions of organization.  
 
As system information ontologies develop, GROMIT allows users to populate objects in the system with 
information about data sources, variable types, notes, and other kinds of contextual knowledge useful for 



system description and creation of a statistical model.  It is anticipated that as GROMIT’s ontology 
features develop, the tool may also strongly support information archives associated with analysis efforts. 
While documenting the sources and types of relationships that subject matter experts use to describe how 
the system performs (or fails to perform) its functions, GROMIT is capable of maintaining multiple 
system views and checking the consistency of those views as part of helping the elicitation team negotiate 
with the system participants a commonly agreed upon system understanding.  These hypotheses are 
managed through a constantly evolving set of graphical system representations, using SEQML.  
Additionally, GROMIT has been designed to assist in analysis of systems (common in the case of 
weapons) which may be produced in many different variants, or which may be modified after production 
in different ways between units in the same stockpile population.   
 
Once a common system form(s) have been checked for consistency, and agreed to by system participants, 
entities can be tied to available data sets through the use of links between components and datasets 
created in entity description fields.  Additionally, entity state values can be coordinated with the values 
appearing in these linked datasets so that GROMIT’s logical checks and scenario developments can be 
checked against the patterns of entity diagnostics observed in the dataset. This process helps to develop 
the structure of an overall system behavioral time-line, so that dynamic and causal parsing out of 
component combinations can occur.  Through the addition of a time vector to component-system 
relationships, it is also possible to limit the degree to which consistency analyses must parse through all 
possible combinations, accordingly this reduces a great many possible component combinations from 
further analysis. 
 
Entity behaviors are linked to temporal and system behaviors through the use of a GUI based conditional 
programming capability in GROMIT.    Through a set of simple “if…then…else” statements users 
program how behaviors change based on the system activity, and ICOM links between entities.  Through 
forward chaining performed by GROMIT it is possibly to verify that system behaviors are being properly 
described through the composition of entity behaviors established in the system.  As a result, GROMIT 
allows very complex interactions and feed-back effects that are vital for system descriptions to be created 
through a gradual assembly process as system understanding becomes robust. 
 
The results from linking entity behavioral logic into a temporal structure of activities and events, allows 
the GROMIT system model to generate all of the legal combinations of entity states compatible with the 
behaviors which have been described.  In SEQML, these combinations of entity states are called 
“scenarios.”  Usually, scenarios will be automatically generated by GROMIT; they follow from the 
logical implications of the individual ICOM, event, and state programs associated with each entity.  As 
part of describing how entities behave as part of the system’s operational possibilities, users are in fact 
producing a great many descriptions of the combination of state and ICOMs which may be compatible 
with particular events. 
 
3.1 Scenarios 

 
GROMIT uses an advance set of backwards and forwards chaining methods, tied to specific activity and 
event logics, to assist the user create a robust behavioral scenario list based on the composition logic 
described by system participants.  In addition to using automatically generated backward-chained 
scenarios, users also have the ability to test system hypotheses using forward-chained logic to test the 
implications of setting entities in particular states, or by changing particular ICOMS.    
 



Scenarios serve three purposes.  First, scenarios allow users to check how well they understand the 
dynamics of their system by comparing scenarios to telemetry or other entity datasets.  If SEQML models 
are robust, a good overlap should exist between the combination of entity states observed in functional 
testing and those generated by GROMIT’s logic rules.  Second, scenarios assist in diagnosing entity 
reliability and behaviors based on what features of the system are measured.  Finally, scenarios help 
check the implication of entity rules against natural biases in human cognition of complex systems, such 
as a tendency to too quickly diagnose single root causes for failures (versus with-holding judgment to 
consider all ways a particular event could be caused) as well as limits on abilities to understand complex 
dynamics.  
 
With a consistent and calculable system representation, which are checked through the creation of 
scenarios, the structure of a validated reliability model may then be extracted semi-automatically from 
GROMIT and put into a formal statistical model of the system. GROMIT in particular is intended to 
generate MCMC model structure files compatible with either WinBugs or YADAS (a custom tool 
developed by the Statistical Sciences group at Los Alamos National Laboratory).    We also foresee using 
the capabilities of GROMIT to explore other issues associated with complex system development, besides 
statistical reliability modeling.  For example, the ability to trace back along system component pathways 
to develop all possible “legal” component combination alternatives provides a natural means by which to 
explore issues of system complexity from the standpoint of organizational management capabilities.  
Likewise, we also foresee use of the tool in a variety of system forensics applications.  This forensics role 
will be described in more detail in the following section on future development plans for GROMIT. 
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